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A B S T R A C T   

Light influences most ecosystems on earth, from sun-dappled forests to bioluminescent creatures in the ocean 
deep. Biologists have long studied nano- and micro-scale organismal adaptations to manipulate light using ever- 
more sophisticated microscopy, spectroscopy, and other analytical equipment. In combination with experimental 
tools, simulations of light interacting with objects can help researchers determine the impact of observed 
structures and explore how variations affect optical function. In particular, the finite-difference time-domain 
(FDTD) method is widely used throughout the nanophotonics community to efficiently simulate light interacting 
with a variety of materials and optical devices. More recently, FDTD has been used to characterize optical ad-
aptations in nature, such as camouflage in fish and other organisms, colors in sexually-selected birds and spiders, 
and photosynthetic efficiency in plants. FDTD is also common in bioengineering, as the design of biologically- 
inspired engineered structures can be guided and optimized through FDTD simulations. Parameter sweeps are 
a particularly useful application of FDTD, which allows researchers to explore a range of variables and modi-
fications in natural and synthetic systems (e.g., to investigate the optical effects of changing the sizes, shape, or 
refractive indices of a structure). Here, we review the use of FDTD simulations in biology and present a brief 
methods primer tailored for life scientists, with a focus on the commercially available software Lumerical FDTD. 
We give special attention to whether FDTD is the right tool to use, how experimental techniques are used to 
acquire and import the structures of interest, and how their optical properties such as refractive index and ab-
sorption are obtained. This primer is intended to help researchers understand FDTD, implement the method to 
model optical effects, and learn about the benefits and limitations of this tool. Altogether, FDTD is well-suited to 
(i) characterize optical adaptations and (ii) provide mechanistic explanations; by doing so, it helps (iii) make 
conclusions about evolutionary theory and (iv) inspire new technologies based on natural structures.   

1. Introduction: What is FDTD and Why Is It Useful 

Light is a fundamental force shaping the evolution of life on Earth. 
Many organisms use and manipulate light, from dinoflagellates photo-
synthesizing (Niyogi and Truong, 2013) to dinosaurs displaying irides-
cent feathers (Li et al., 2010). Photosynthetic and photoheterotrophic 
organisms depend on solar power and use physical and chemical pro-
cesses to harvest energy from the sun (Holt et al., 2014; Jacobs et al., 
2016). A plethora of sexually-selected animals use pigments and/or 
physical structures that interact with light to render themselves more 

attractive to potential mates (Hsiung et al., 2017; Wilts et al., 2014). 
Predators and prey camouflage their appearance, melting into shadows 
(Spinner et al., 2013; Stevens and Merilaita, 2011; Wilts et al., 2013), 
turning their bodies transparent (Johnsen, 2001; Bagge et al., 2017), and 
shining lights to lure (Haddock et al., 2005; Haygood and Distel, 1993) 
or befuddle (Esaias and Curl, 1972; Jones and Nishiguchi, 2004; Vac-
quié-Garcia et al., 2012; Widder, 1998; Young et al., 1980). Animals 
navigate their environment and interact with other organisms using eyes 
and other light-sensitive organs (Aizenberg et al., 2001; Palmer et al., 
2017, 2018). 
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For decades, our understanding of light-dependent evolution has 
benefited from empirical measurements, dissections, and behavioral 
studies that unravel how and why organisms manipulate light. Little 
structures have big effects (Gorb, 2009): with the advent of sophisticated 
optical tools — high resolution optical microscopy, electron microscopy, 
and spectroscopy — biologists have been able to provide a detailed 
physical understanding of biological optics (Johnsen, 2012; Vukusic and 
Stavenga, 2009). Diverse biological structures can also inspire new 
sustainable technologies, such as bio-inspired solar power technologies 
(Siddique et al., 2017), sensors (Potyrailo et al., 2015; Sandt et al., 
2018), and coatings (Hallam et al., 2009; Han et al., 2016; Xie et al., 
2008). Often, microscopy reveals many structures whose functions can 
be hypothesized, but additional tools (e.g., spectroscopy or computer 
simulations) are necessary to identify exactly which portions are 
essential to the optical function, rather than serving another role such as 
mechanical support or fluid or thermal transport. In addition, theory or 
simulation can help reveal the relative contribution of each structure or 
phenomenon to the observed optical effect (discussed in more detail in 
Section 2.1). For example, does absorption or scattering dominate? 
What are the influences of variations in geometry and materials prop-
erties such as refractive index and absorption coefficient? 

Optical simulation tools are a powerful complement to microscopy 
and theory to provide a holistic explanation of the observed optical ef-
fects. While analytical theory (writing and solving a set of equations by 
hand or on a computer) can be used to explain simple structures — such 
as the colors that arise from thin films of oil on asphalt — complex 
structures common in biology often require numerical simulation, in 
which numerical approximations to the physical equations are solved 
iteratively until they converge to a solution. Researchers can choose 
from many numerical simulation methods. For example, ray tracing 
simulations can be used in situations where objects are much larger than 
the wavelengths of light; finite element and finite difference methods are 
suitable when some or all dimensions of the object are comparable to the 
size of the wavelength of light (requiring more detailed physical treat-
ment than larger objects); Monte Carlo simulations are often applied for 
random scattering media; and density functional theory and molecular 
dynamics model light absorption and other effects that depend on en-
ergy level structure or molecular-scale motion, respectively. Each 
method has its own advantages and disadvantages related to ease of use, 
relevance to the exact biological problem, and computational time. We 
provide a brief elaboration on the various methods in Section 3 and 

suggest that interested readers look to papers and textbooks on 
computational electromagnetics (e.g. Rylander et al., 2013; Sankaran, 
2019; Sheng and Song, 2011). 

In this tutorial, we will focus on the finite-difference time-domain 
(FDTD) numerical method. Also called Yee’s method after the inventor 
of the method, applied mathematician Kane Yee, FDTD can be applied to 
calculate reflectance, transmission, diffraction, interference, and ab-
sorption of different structured or unstructured materials; study the 
response to different polarizations and wavelengths of light; and record 
movies to visualize how light travels through the materials in real time. 
FDTD was first introduced in 1966 (Yee, 1966), and more efficient 
features and algorithms have been developed over the past five decades 
(Yee, 1966; Gedney, 2011; Wan et al., 2017), including parameter 
sweeps over many features of interest. FDTD is now a mature and 
widely-implemented method of simulation available in 
well-documented commercial and open-source programs. Compared to 
many other common numerical methods, FDTD simulations are partic-
ularly well suited for researchers who wish to (i) conduct broadband 
simulations (in which light sources contain a large wavelength range) 
and (ii) investigate the behavior of light over time, from when it is 
emitted from the source through its interaction with the object and 
beyond. 

A common workflow for FDTD is shown in schematic form in Fig. 1. 
Typically, when researchers observe an optical effect of interest in an 
organism, a portion of the organism is dissected and imaged using so-
phisticated microscopy (e.g., transmission electron microscopy (TEM) in 
Fig. 1A; more examples are discussed in Section 4.1.2). The structure is 
represented in a simulation domain (Fig. 1B, Sections 4.1.3–4.5). Then, 
the researcher can implement FDTD simulations to assess how light in-
teracts with that structure and analyze their results (Fig. 1C, Sections 
4.6–4.9). 

FDTD simulations operate by solving for how light, an electromag-
netic wave, propagates through a user-defined structure in a medium 
(such as a bird feather in air, shown schematically in Fig. 1). Under the 
hood, the software is solving a modified form of Maxwell’s coupled 
differential equations — the famous equations in optics describing the 
propagation of electromagnetic waves in media with different physical 
characteristics (Jackson, 1999) — in a stepwise manner (alternating 
between solving for the electric or magnetic field at each discrete time 
point and spatial location). The simulation volume is divided into a grid, 
which defines the discrete spatial locations, and the borders of the 

Fig. 1. Schematic overview of the FDTD workflow. (A) First, the optical effect is observed, such as a bird’s colors. A portion of a feather is removed, prepared for 
microscopy, and imaged. For the example shown, sample preparation involves embedding the piece of the feather into a resin, producing a thin (< 100 nm) slice, and 
placing it on a conducting grid. Transmission electron microscopy (TEM) is used to identify hollow melanin-containing features called melanosomes within the bird 
feather. (B) Microscopy images can then be imported into finite difference time domain (FDTD) software, or the user can draw an approximation or idealized form of 
the structure. The user places and assigns properties to each of the elements of the simulation, and the simulation is run until a user-defined end point to calculate the 
interaction of light with the user’s structure of interest. A variety of monitors can be employed to record the electromagnetic field at specific time points, locations, 
and frequencies. The monitors depicted in the schematic collect reflectance and transmission data and record a movie of light interacting with the structures. (C) The 
simulation results can be graphed and analyzed. Here, artistic renditions depict reflectance spectra for different manifestations of the melanosomes in bird feathers, 
where melanosomes are varied by size and whether or not they are hollow. Artwork in (A) is by Kay Xia (bird) and Ana Kimber (feather and TEM schematic). 
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domain are assigned appropriate boundary conditions; the user specifies 
a light source and light detectors (“monitors”), which collect the light in 
discrete time steps over the entirety of the simulation time. Once the 
simulation has terminated, data from the monitors — such as reflectance 
and transmission — can be extracted and visualized, depending on the 
question of interest. 

FDTD simulations are flexible, with the advantage that researchers 
can conduct parameter sweeps to explore the effects of modifying 
characteristics of interest (Fig. 1C), such as a structure’s size or refrac-
tive indices; the addition of layers to a repeating or hierarchical struc-
ture; the refractive index of the medium (e.g., air, water, or other); or 
aspects of the light source. This gives researchers the opportunity to 
investigate the consequences of many variations and combinations that 
would be impossible or extremely difficult to perform in the natural 
world or with synthetic analogues. For example, what color would a 
duck’s iridescent green head be if the melanosomes (melanin-containing 

organelles) in its feathers were a little longer or shorter? Do the struc-
tures result in “optimum” brightness, or could a large range of di-
mensions provide the same results? What do those conclusions tell us 
about sexual selection in ducks? What palette of greens can we produce 
for commercial paints based on these principles? In addition to wran-
gling ducks in the wild, researchers can better understand the natural 
world with FDTD. 

This methods primer begins with a broad literature review of FDTD 
applied to questions in biology and biologically-inspired engineering 
(Section 2). As FDTD is becoming more common in these fields, it is 
impossible to provide a comprehensive discussion of all relevant papers; 
the aim here is to cast a wide net so that interested readers can pursue 
specific topics in more detail. Section 3 is designed for readers interested 
in understanding FDTD in the context of other optical simulation tools 
and/or in determining whether or not FDTD is the right approach for 
their questions (for a decision flow chart, see Fig. 2). Section 4 provides a 

Fig. 2. Flow chart suggesting when to select 
FDTD among other common optical simulation 
techniques. Diamonds represent decision 
points, while ovals are the simulation tech-
niques. FDTD is reached by following the 
yellow-highlighted path to the orange oval at 
the bottom. As a rule of thumb, FDTD is most 
appropriate for structures consisting of feature 
sizes approximately a tenth of a wavelength to 
ten wavelengths (∈ [1/10 λ, 10λ]). Well below 
this (<<λ), molecular motion and quantum ef-
fects become important, which are not included 
in FDTD. At larger length scales (>>λ), simu-
lation times become intractable, and geomet-
rical optics is more appropriate. Note that FDTD 
and FEM can, in principle, be applied to most of 
the situations in the flowchart (methods labeled 
with asterisks, *); however, FDTD and FEM are 
likely less efficient than the methods tailored to 
the special cases. The methods presented here 
are not exhaustive, but provide general guid-
ance. See Section 3 for discussion of other 
methods (e.g., finite element time-domain 
(FETD)). A researcher may choose to perform 
multiscale modeling, in which case multiple 
techniques would be useful.   
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primer of the FDTD method and how to implement it, specifically 
focusing on the software Lumerical FDTD. For readers who wish to 
conduct FDTD simulations on a particular organism, we suggest reading 
(i) the papers referenced in Section 2, (ii) Lumerical’s online tutorials 
targeted for the structure of interest, (iii) tutorials from other available 
open-source and licensed FDTD software, and (iv) other overviews of 
FDTD (Gedney, 2011; Sullivan, 2013; Wan et al., 2017). Sections 2 and 3 
can be skipped or saved for later for readers wishing to immediately 
immerse themselves in the FDTD technique theory and implementation. 

2. Example Applications of FDTD to Biology 

Natural scientists use FDTD simulations to precisely characterize the 
physical basis of color and other light-dependent phenomena. FDTD is 
especially useful when nano- and micro-scale structures that reflect, 
transmit, and scatter light are involved, such as those shown in Fig. 3 for 
the moss (Chandler et al., 2015) and beetle (Wilts et al., 2018b). By 
understanding the physical basis of optical adaptations, we can make 
strides in three areas: exploratory science (Section 2.1), evolutionary 
theory (Sections 2.2, 2.3), and bio-inspired technology (Section 2.4). 

First, micro- and nano-scale optics in nature are a frontier of 
research, akin to the deep sea or dense forest. Researchers can use FDTD 
with microscopy and other tools to explore fundamental biodiversity at 
small scales, opening up new research questions in organisms from 
peacocks to peacock spiders (Section 2.1). Second, we learn more about 
evolution by understanding the physical, proximate cause of biological 
optical adaptations. FDTD can help scientists understand sexual selec-
tion as it can be used to analyze the role of pigments and structures in 
colorful signals (Section 2.2) and evolutionary innovation across envi-
ronmental conditions, from photosynthesis in the shade to deep-sea 
abyssal arms races between predators and prey (Section 2.3). Third, 

FDTD simulations allow researchers to characterize natural innovations, 
and design and test technologies inspired by nature — “bioinspired” 
technologies including, for example, solar cells, light sources, sensors, 
devices for thermal management, and more (Buss, 2009; Dou et al., 
2021; Kim et al., 2012; Kolle et al., 2013; Muehlberger et al., 2021; Pris 
et al., 2012; Sandt et al., 2018; Seo and Lee, 2017; Stratakis et al., 2020; 
Zhang et al., 2020; Zhao et al., 2011). Biodiversity is important not only 
aesthetically and ecologically but also as a source of innovation (Section 
2.4). 

2.1. Exploring the physical basis of structural color 

FDTD, at the most basic level, helps researchers understand experi-
mental data and evaluate hypotheses regarding the nature of structural 
color and other optical effects at the micro and nano-scale. 

Birds have some of the most dazzling color displays on Earth, and 
researchers have used FDTD in combination with other tools to explain 
what makes bird feathers shine. In particular, FDTD is often applied to 
(i) identify which structural features within a bird feather are most 
important for color and (ii) compare them to other possible structures in 
order to understand whether the structures used in nature are particu-
larly well-suited for an optical effect. Parameter sweeps in FDTD were 
employed to determine that common magpie’s (Pica pica) feathers vary 
in color from blue to purple-to-green due primarily to the diameter and 
hollowness of melanosomes embedded in stacks in the keratin matrix 
(Stavenga et al., 2018). Mallard ducks (Anas platyrhynchos) have blue 
feathers in their wings, and males have green heads, both of which arise 
from multilayered melanosome stacks; using FDTD, the researchers 
demonstrated that the multilayer period and cortex thickness, rather 
than spatial arrangement of melanosomes, were more important for 
color (Stavenga et al., 2017). Some birds (wild turkeys (Meleagris 

Fig. 3. Researchers can import 2D or 3D microscopy or tomography data into FDTD simulation software. (A-C) Irish moss (Chondrus crispus) owes its structural blue 
color to multilayered cuticle structures and water, possibly an adaptation to block UV light (Chandler et al., 2015). (D-F) White beetles Cyphochilus sp. have randomly 
structured 3D media to give the highest reflectance for the smallest amount of materials, possibly an adaptation for camouflage among white fungi in a shady 
environment (Wilts et al., 2018b). (A) A photograph of Irish moss, Chondrus crispus, shows intense blue color at the tips of the fronds (photograph by Chris J. 
Chandler). (B) Transmission electron microscope (TEM) image of a cross section of cuticle at the tip of a Chondrus crispus frond. (C) Schematic of FDTD simulation in 
the software Lumerical, showing a binary representation of the TEM image in (B) with refractive indices assigned to each shade of gray: light cellulosic materials (n =
1.46); dark-stained material (n = 1.55); and a boundary box filled with water (n = 1.33). Absorbing boundary conditions are applied on all sides of the computational 
domain. (D) A photograph of the beetle Cyphochilus sp. with brilliant white coloration (photo by Charly Rappo). (E) Scanning electron microscope (SEM) image of a 
pillar obtained from a beetle scale through focused ion-beam (FIB) milling. (F) 3D reconstruction of the interior of a beetle scale, 7 μm3, obtained by 
cryo-ptychographic X-ray tomography (cryo-PXCT) for FDTD simulations. Figure credits: (A-C) (Chandler et al., 2015), reproduced under terms of the CC-BY-4.0 
(creativecommons.org/licenses/by/4.0/), Copyright 2015, The Authors, Published by Springer Nature; (D-F) (Wilts et al., 2018b), reproduced under terms of the 
CC-BY-4.0 (creativecommons.org/licenses/by/4.0/), Copyright 2018, The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. 
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gallopavo) and violet-backed starlings (Cinnyricinclus leucogaster)) 
evolved hexagonal arrays of hollow, rather than solid, melanosomes. By 
employing FDTD to compare different types of melanosomes, the au-
thors of the study concluded that hollow melanosomes can produce a 
wider array of colors while maintaining the thermodynamically favor-
able close-packed arrangement of solid melanosomes (Eliason et al., 
2013). Dabbling ducks (tribe Anatini) produce iridescent colors through 
a keratin thin-film and melanosome lattice; researchers used FDTD to 
simulate the many possible configurations of the two-part photonic 
heterostructures, thereby showing that birds use only a small, 
energetically-stable subset of those that are theoretically possible (Eli-
ason and Shawkey, 2012). 

FDTD was also applied to study the cylindrical pigment granules in 
the pheasant Polyplectron bicalcaratum and pigeon Patagioenas fasciata 
(Eliason and Shawkey, 2014); these pigment granules form a gradient of 
refractive indices to selectively block certain wavelengths of light and 
enhance others. Male peacocks (Pavo cristatus) owe their brilliant colors 
to two-dimensional photonic crystals composed of melanin granules, 
keratin, and air in their blue necks, breast feathers (Freyer et al., 2019), 
and green eyespots on their tails (Wang et al., 2020). By pairing FDTD 
with simple multilayer modeling and experimental measurements, the 
researchers showed that simple multilayer modeling was adequate to 
explain the iridescence of peacock feathers (Freyer et al., 2019). 

Though significantly smaller than birds, insects and arachnids pre-
sent an incredible variety of photonic structures, including those that 
produce brilliant structural colors. The Australian peacock spiders 
(Maratus, Salticidae), although perhaps less well known and tinier (~2-7 
mm across) than their bird namesake, are no less colorful and elaborate 
in their mating displays. By slicing open specimens and using SEM, 
scientists identified a range of internal microstructures; next, they used 
FDTD simulations to help identify that flat, ordered gratings are 
responsible for iridescent rainbow colors in peacock spider Maratus 
robinsoni, while its cousin M. nigromaculatus gets its angle-independent 
blue color from dense, curved, disordered gratings (Wilts et al., 2020). 
Researchers have also applied FDTD to explain the stunning photonic 
architecture of beetles, weevils, and their relatives. The Brazilian dia-
mond weevil (Entimus imperialis) has concave green spots in its elytra 
patterned by scales with 3D photonic crystals; FDTD helped demonstrate 
that the highly directional reflectance of the crystals becomes 
angle-independent green due specifically to the concave pits. The color 
is thought to serve as camouflage, a close match to background foliage 
(Wilts et al., 2012). The longhorn beetle (Sulawesiella rafaelae) varies in 
color from yellow to gold to blue-green as the multilayered architecture 
within their scales varies from ordered to disordered; the authors used 
focused ion beam in conjunction with scanning electron microscopy 
(FIB/SEM) to visualize microstructures within the scale cross section 
and FDTD to construct, and test the reflectance from, idealized 3D scale 
forms (Bermúdez-Ureña et al., 2020). Additionally, ultra-white beetles 
have evolved morphology that gives the highest known white reflection 
for the minimum use of materials through randomly structured 3D 
media (Wilts et al., 2018b). The researchers used FDTD to simulate the 
reflectance from digitally altered structures of the beetle scale, thereby 
showing that any change in the realistic parameter space resulted in 
lower reflectance or the need for heavier/thicker materials (Wilts et al., 
2018b). 

Butterflies are some of the best-studied bearers of structural color, 
and scientists have used FDTD together with microscopy and spectros-
copy to disentangle which structural features are most important for 
producing any given color (Márk et al., 2019). The Green Hairstreak 
butterfly, Callophrys rubi, has 3D gyroid cuticular structures; researchers 
employed FDTD to confirm that these structures (i) act as a photonic 
crystal to produce an omnidirectional green color, likely for camouflage, 
and (ii) produce scattered light that is elliptically polarized, potentially 
as a mating signal (Michielsen et al., 2010). FDTD was used to identify 
steep ridges and expanded trabeculae of the scale as the most important 
structures for decreasing reflectance in many species of super black 

(reflectance < 0.5%) butterflies (e.g., Catonephele numilia or Trogo-
noptera brookiana males). FDTD also allowed the researchers to quantify 
the relative contributions of absorption (by melanin) and scattering 
(from chitin) versus total scale absorption (Davis et al., 2020a). Scien-
tists have also gazed across millenia to compare gold-colored insects 
preserved in amber to their living relatives (D’Alba et al., 2019). The 
authors analyzed extinct micromoths (Lepidoptera: Micropterigidae, 15 
millions years old) and their living relative Micropterix calthella, as well 
as extinct springtails (Collembola: Tomoceridae, 99 million years old) 
and their living relative Tomocerus vulgaris: FDTD was implemented to 
show that both extant and extinct animals used “nearly identical” 
crossribs and diffraction gratings to produce gold color (D’Alba et al., 
2019). 

Beyond birds and insects, flowers have offered a fruitful domain for 
employing FDTD simulations to isolate the structural basis of flower 
color and iridescence. In California poppies (Eschscholzia californica), 
FDTD was used to identify two distinct optical phenomena taking place 
within the petals: (i) the petal surface produces specular reflection and 
(ii) a microlens at the epidermal cell tip focuses light onto the pigment- 
containing plastids (Wilts et al., 2018a). The authors also used FDTD to 
demonstrate that these effects were largely invariant with refractive 
index across a naturally-relevant range. Similarly, FDTD simulations 
were used to confirm that disordered wax platelets in the purple heart 
flower Tradescantia pallida are responsible for producing a golden shine 
(van de Kerkhof et al. 2020). In a study of many flower species, re-
searchers simulated flower petal micro-gratings with various amounts of 
disorder to demonstrate that the “blue halo” produced by these gratings 
is not significantly affected by disorder within the observed range 
(Moyroud et al., 2017). 

Structural color has also been identified in some fruits, including the 
famous Pointillist blue in the marble berry Pollia condensata (Vignolini 
et al., 2012). FDTD was applied to study the structurally colored paper 
thin silver-dollar fruits of the honesty plant Lunaria annua. The scientists 
used FDTD to identify key hierarchical features producing the 
silvery-white color: two thin (~310 nm thickness) layers of tube-shaped 
cells with a hollow center create thin-film interference (Guidetti et al., 
2020). FDTD confirmed that because the cells vary in thickness, each 
region selectively reflects a different color. Taken together, the whole 
fruit reflects a broad range of colors to produce a highly-reflective 
silvery white. 

Some bacterial communities, such as the hexagonal assemblages of 
the bacteria Flavobacterium IR1, also display structural colors. The 3D 
spatial arrangement and orientation of bacterial colonies is interesting 
but difficult to measure using invasive methods such as electron mi-
croscopy due to distortions during preparation. Researchers demon-
strated that data from optical goniometry, by which they collected 
angle-resolved reflectance spectra from living bacterial communities, 
can be used to determine the spatial arrangement and orientation of 
bacteria from structural color appearance alone. The authors used FDTD 
to confirm this result by investigating the optical effects of varying (i) 
the orientation of the bacteria relative to the direction of incident light 
and (ii) the degree of disorder in the assemblage (Schertel et al., 2020). 
To investigate disorder, the authors introduced deviations from a perfect 
lattice structure into the simulated geometry. 

Diatoms, a common unicellular photosynthetic algae, efficiently 
harvest solar energy thanks to their silicate cell walls with hierarchical 
nano- and micro-structures. Researchers used FDTD along with experi-
mental measurements of absorption to show that the structural features, 
known as frustules, on diatom skeletons strongly enhance visible light 
absorption (Chen et al., 2015). In a subsequent study, researchers used 
microfiber spectroscopy (by collecting transmitted light beneath the 
specimen which was illuminated from above) to measure the absorption 
spectrum of the skeleton between 400 and 500 nm. They performed 
FDTD simulations to show that the particular photonic crystalline fea-
tures of the diatom’s skeleton enhance absorption of light near 420 nm, 
therefore enhancing their photosynthetic efficiency (Yoneda et al., 
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2016). 

2.2. Evolutionary effects, and production of, sexually-selected signals 

FDTD allows researchers to more thoroughly characterize colorful 
signals, therefore helping to provide insights into the working of sexual 
selection. Some ornate animals orient themselves in specific directions 
toward potential mates, and FDTD has helped characterize the micro- 
and nano-scale basis of these directional optical adaptations. Stunning 
examples of this type of display are performed by birds-of-paradise 
(Frith and Frith, 1988; Laman and Scholes, 2012). Sparkling, 
directionally-variable feathers in the bird-of-paradise Lawes’s Parotia 
(Parotia lawesii) are produced by layers of melanin rods and keratin 
embedded in feathers with a boomerang-shaped cross section (Wilts 
et al., 2014). The authors used imaging scatterometry to show that 
Parotia lawesii feathers vary sharply in color across viewing angles, the 
feathers directionally reflect light at discrete angles, and that the 
reflectance depends strongly on polarization; next, they applied FDTD to 
a grayscale TEM cross-section of the feather to confirm that the feathers’ 
boomerang-shaped microscale anatomy (in combination with the 
broadband absorption provided by melanin) produces all of the exper-
imentally measured features (Wilts et al., 2014). 

Similarly, during mating displays, many species of jumping spider 
orient themselves directly in front of females to show off their brilliant 
colors (Echeverri et al., 2017; Girard et al., 2011; Otto and Hill, 2013). 
Some male peacock spiders (Maratus spp.) have super-black abdomens, 
exhibiting < 0.5% reflection when a viewer (female spider) is directly 
looking at them. This produces an optical illusion by which nearby 
colors appear brighter (McCoy et al., 2019). FDTD simulations with 
parameter sweeps were employed to test the optical effect of varying 
microlens height, radius, shape, and packing arrangement (Fig. 5). This 
revealed that the microlenses are (roughly) optimally sized and shaped 
to absorb as much light as possible and reflect the least (McCoy et al., 
2019). Sexually-selected birdwing butterflies of the genus Ornithoptera 
vary dramatically in color patterns even between closely related species. 
In a study which used scatterometry and FDTD, researchers identified 
the mechanisms of color production, and drew three interesting con-
clusions about sexual selection across a genus (Wilts et al., 2015). First, 
the specific methods of color production — chirped multilayer reflectors 
and spectral filtering by a group of yellow (papiliochrome) pigments — 
strongly correlate with taxonomic distribution (Wilts et al., 2015). 
Second, the butterfly’s signals are carefully tuned through a combina-
tion of pigment and structure to generate a broad-angled UV and 
yellow-green colored signal (Wilts et al., 2015) — providing an example 
of a “nonspectral” color (i.e., mix of nonadjacent long and short wave-
lengths, akin to purple, rather than a color produced by adjacent 
wavelengths) in visual display. Third, the colorful signals appear to be 
tuned to the specific sensitivities of butterfly cone receptors (Wilts et al., 
2015). 

FDTD can also be used to study the emergence of structural color 
over an organism’s lifetime, which, in combination with genetics, can 
tell a rich developmental story. Consider the blue-tailed damselfly 
(Ischnura elegans). Males change from green to blue as they mature, and 
females begin life as red or violet but age into the same blue color as 
adult males, potentially a technique to avoid harassment (Henze et al., 
2019). Researchers used FDTD to show how the physical basis of color 
changes over male and female damselfly’s lives (performing simulations 
based on structures obtained from dissected samples at different levels of 
maturity). Color changes arise from (i) the development of a distal layer 
of densely packed nanospheres in a watery matrix in the epidermis, in 
addition to existing nanospheres and (ii) changes in the pigment 
composition of the nanospheres, therefore offering guidance for genet-
icists to help identify candidate genes that regulate color changes with 
maturity (Henze et al., 2019). 

“Honest signalling theory” is the idea that mating displays evolve to 
be colorful and elaborate as an honest signal of quality, by which 

potential mates can select genetically fit individuals. Carotenoid pig-
ments—which make many birds appear red, orange, and yellow—are an 
archetypal example of honest signalling (Weaver et al., 2018). FDTD 
helped show that some carotenoid-colored male birds fly under false 
colors. Red, orange, and yellow male tanagers (Ramphocelusspp.) 
evolved microstructures which reduce surface reflection and enhance 
light-pigment interactions, contributing to a richer color without 
requiring more carotenoid pigments (McCoy et al., 2021). 

2.3. Evolutionary innovation across environmental conditions 

In low-light conditions, aquatic ecosystems, and other environments, 
many organisms have evolved fitness-increasing strategies to manipu-
late light. Numerous shade-dwelling plants possess iridoplasts (chloro-
plasts in the epidermis) with highly organized thylakoid membranes. To 
investigate whether this organization plays a role in photosynthesis, 
researchers used electron microscopy to obtain the ultrastructure of 
iridoplasts from leaves of a Begonia hybrid (B. grandix X B. pavonina), the 
transmission matrix method for multilayers to calculate the reflection 
spectrum from the obtained structure, and FDTD to simulate the elec-
tromagnetic field profile within an iridoplast under white light illumi-
nation (Jacobs et al., 2016). The authors found that the iridoplasts 
consist of ~3 thylakoid membranes in ~40 nm thick grana, which are 
themselves regularly spaced with a separation of ~100 nm. Optical 
modeling showed that this arrangement increases photosynthetic light 
capture for these plants’ low-light environments through a mechanism 
known as the “slow-light” effect, particular to photonic crystals, wherein 
light at certain wavelengths (specifically in this case, the low intensity 
bluer light that makes it through the dense canopy) is halted to a 
standstill within the structure, increasing its absorption (Jacobs et al., 
2016). 

Fish are masters of underwater vision, and they have evolved optical 
structures to assist vision in challenging conditions. Peters’s elephant- 
nose fish (Gnathonemus petersii) have special light collectors on their 
retina to see through cloudy water; researchers used FDTD to show that 
four layers of guanine crystal lamellae enhance light collection by 
concentrating light within the crystal structure on the light-sensitive 
outer segments of cones (Kreysing et al., 2012). Inspired by this work, 
the same authors and other collaborators conducted a large suite of 
FDTD simulations to analyze the functions and effects of “tapetal cups” 
(adaptations of the retina) across the Teleost infraclass; they found many 
structural features which enhance light intensity, such as multilayer 
reflectors made from guanine, uric acid, or pteridines (Francke et al., 
2014). 

While some organisms manipulate light to see, others manipulate it 
to remain unseen. These adaptations are common in the deep sea. In the 
mesopelagic, hatchetfish (Argyropelecus sp.) have two-layered reflectors 
consisting of guanine platelet stacks, one flat and one diamond-shaped, 
allowing the hatchetfish to remain camouflaged when illuminated with 
either direct or diffuse light as light is reflected across a semicircular 
area instead of directly back towards the source (Rosenthal et al., 2017). 
The copepod Sapphirina nigromaculata also has guanine platelet stacks, 
hexagonal in shape, which underpin its tunable structural color (from 
achromatic to yellow, red, and blue likely either for display to conspe-
cifics or to remain unseen from predators); scientists used FDTD to 
calculate transmitted and reflected light across a range of inter-platelet 
distances (0-100 nm), showing that the distance between guanine plates 
is a key driver of the color (Kimura et al., 2020). The bioluminescent 
photophores on the eyes of the midwater squid Galiteuthis help camou-
flage the squid from the view of predators (below the squid). FDTD 
simulations showed that “leaky” multilayer light guides reshape the 
electromagnetic field profile of the squid bioluminescence to tailor it to 
the surrounding radiance (Holt and Sweeney, 2016). Deeper in the 
ocean, some fishes have evolved skin that reflects < 0.5% of light by 
tightly packing ellipsoidal melanosomes together. By varying the size 
and aspect ratio of the simulated melanosomes, the authors of the study 
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revealed that the ones matching those of deep-sea fish melanosomes 
minimize reflectance (Fig. 4, (Davis et al., 2020b)). 

Some organisms use their environment to produce particular colors 
or light-harnessing adaptations. The intertidal red algae Irish Moss 
(Chondrus crispus, shown in Fig. 3) displays a striking blue color at the 
thallus tip (Chandler et al., 2015). FDTD was applied to confirm that the 
blue color is structural and results from stacked lamellae within the 
thallus tip (Chandler et al., 2015), and a followup study was conducted 
to find that this structural color in marine algae varies alongside envi-
ronmental conditions, such as water turbidity and radiation intensity 
(Chandler et al., 2017). In algae, therefore, structural color is thought to 
be an environmental adaptation rather than an adaptation for signalling 
(Chandler et al., 2017). Similarly, researchers are continuing to inves-
tigate whether structures in other organisms that have been shown to 
have optical effects in the lab are purely incidental or play an optically 
functional role, such as the optical fibers of deep-sea sponges (Aizenberg 
et al., 2004) and beetles that change color at higher humidities when 
their porous exoskeleton becomes wet (Mouchet et al., 2014; Rassart 
et al., 2009). FDTD can be applied to understand mechanisms and 
answer many questions, but it also opens the doors to biological mys-
teries that can be further explored through a combination of tools. 

2.4. Biomimicry and bioinspired design 

In addition to helping provide insight into the biological world, 
FDTD can be used to guide the design of bio-inspired materials. But-
terflies are a treasure trove of inspiration. Consider the moon satyr 
butterfly (Pierella luna), which appears brown under normal conditions 
but flashes a colorful spot at a low viewing angle. Its wingspot displays 
angle-dependent color that changes from blue to red as the angle of 
observation increases, a diffraction of light in the opposite sequence 
than is normally observed (Vigneron et al., 2010). The butterfly’s 
reverse diffraction was an intriguing mystery to researchers, who hy-
pothesized that it arose due to the double grating structure on the but-
terfly’s curving scales (which they observed with SEM). FDTD 
simulations validated this idea and allowed the researchers to conduct 

parameter sweeps to determine what happens if the spacing of the 
grating changes. Guided by these observations and simulations, the 
authors designed and fabricated artificial diffraction gratings in various 
materials, showing the same reverse diffraction as that of P. luna (En-
gland et al., 2014). 

Similarly, FDTD allowed researchers to explore the optical conse-
quences of varying the spacing, size, and symmetry of the nano-
structures responsible for the metallic blue reflection of the Morpho 
butterfly; they found the spacing of layers within the scale, but not their 
width or thickness, can shift the reflection peak maximum by up to 25 
nm and determines the presence of a secondary reflection peak centered 
around 700 nm (Steindorfer et al., 2012). These Morpho butterfly scales 
have inspired the creation of biomimetic sensors and absorbers (Butt 
et al., 2016). Super black butterflies (first identified in species Papilio 
xuthus (Vukusic et al., 2004)) evolved light-trapping scales, structures 
which inspired new ultrathin absorbing carbon film technology (Zhao 
et al., 2011). Likewise, the scarab beetle Chrysina gloriosa has green and 
silver stripes due to concave polygonal cells (with mirror-like re-
flections) which may inspire technological improvements on classic 
convex cells used in wavelength-specific micromirrors (Agez et al., 
2017). 

Fireflies send bioluminescent sexual signals and are thus incentivized 
to increase light transmission from their “lantern” to the outside world 
(Bay et al., 2013). Researchers used FDTD to characterize the ordered 
nanostructures on the firefly cuticle, which boost the sexual signal by 
increasing transmission through ordered longitudinal ridges on the 
cuticle. These ridges, in turn, inspired novel, efficient curved LED lenses 
featuring similar ridges (Kim et al., 2012). 

Biologically-inspired optics are not restricted to animals. A tropical 
fruit, Margaritaria nobilis, has a concentrically-layered photonic struc-
ture which inspired researchers to design tunable elastic fibers which 
can adjust the reflected wavelength by more than 200 nm (Kolle et al., 
2013). These fruit-inspired tunable fibers have recently been applied to 
medical bandages to sense sub-bandage pressure, with a view towards 
improving patient outcomes (Sandt et al., 2018). 

The examples presented throughout Section 2 demonstrate that 

Fig. 4. Overview of a simulation using disordered melanosomes of super-black fish (Oneirodes sp.) skin as an example. (A) SEM image of the melanosomes from the 
outer layers of the epidermis of super-black fish skin, which reflects as little as 0.05% of incoming light. (B) Geometry used for FDTD simulations, drawn by creating a 
random packing of ellipsoids with an aspect ratio of 1.75 and a sphere-equivalent diameter of 700 nm. The background medium (black) is assigned a refractive index 
of 1.334, that of the fish’s water environment. (C) Screenshot of FDTD simulation in Lumerical. A plane wave light source is placed above the structure, with the 
purple arrow showing the direction of light travel and the blue arrows indicating the (linear) polarization of the electric field (blue and purple arrows are faint lines 
centered in the X-Y plane and above the fish melanosomes in the Y-Z plane). Frequency domain field profile monitors capture electromagnetic waves that emerge 
above (reflectance) and below (transmission) the structure, while the 2D movie monitor shows the light as it propagates through the structure, in the indicated plane. 
The boundary conditions are perfectly matched layers on the top and bottom X-Y planes and periodic on all four side planes (X-Z and Y-Z). This figure is based on 
analyses from Davis et al. (2020). 
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FDTD can be used for fundamental biophotonics research, evolutionary 
analyses, and bio-inspired design, among numerous other purposes. 

3. Choosing the Right Optical Simulation Technique 

It is important to note that while the FDTD method is useful for re-
searchers interested in biological optics, it is not always the right tool. 
This section compares FDTD to several alternative simulation tools and 
available software, though it is by no means exhaustive. As mentioned in 
the introduction, readers who wish to learn how to implement FDTD can 
skip to Section 4. Readers who would like more information on the 
variety of computational methods available should look to computa-
tional electromagnetics textbooks (Rylander et al., 2013; Sheng and 
Song, 2011) and lectures. 

Researchers can choose from a sometimes-overwhelming number of 
simulation techniques, possible implementations, and software. A good 
place to start is with a quick search of the literature for simulations 
involving similar structures to the one of interest. More broadly, when 
selecting a simulation method, critical considerations include (i) optical 
effects of interest (e.g., reflectance or fluorescence), (ii) length-scales 
and time-scales involved, (iii) the users’ comfort level with program-
ming versus graphical user interfaces (and ready-to-use versus self- 
written software), and (iv) computational resource requirements. 
Fig. 2 shows a flow chart for when to select which technique, keeping in 
mind that a combination of techniques (multiscale modeling) may be 
necessary or interesting to consider. More details on the selection are 
provided in the sub-sections that follow. 

Even if FDTD is the right tool, there are some situations which are 
particularly challenging and will take significantly, perhaps prohibi-
tively, longer to run than others (because FDTD is ultimately limited by 
computer memory). Longer runtimes for similar settings are encoun-
tered when simulations contain structures that: (i) are significantly 
larger than the wavelengths being studied and cannot be accurately 
modeled with a much smaller unit cell or representative volume 
element; (ii) vary in size over orders of magnitude (e.g., having micro-
scopic pores (~10^-6 m) on a millimeter sized object (~10^-3 m)); (iii) 
consist of materials with high absorption or dispersion (one or more of 
the materials properties such as refractive index or absorption exhibit 
large variations with wavelength within the wavelength range of in-
terest); or (iv) exhibit substantial nonlinear optical responses (when 
there are significant contributions to the optical response not only from 
the amplitude of the electric and magnetic fields of the electromagnetic 

waves but also from the square of the amplitude, cube, or higher-order 
terms). In those cases, specific details of the algorithms (e.g., the ways in 
which the structure meshing, differential equations, and electromag-
netic fields are encoded) can be crucial to ensure reasonable run times 
while achieving sufficient accuracy. 

3.1. Size Scales of Interest and Appropriate Methods 

Large structures require large simulation domains which lead to 
longer computational times. Therefore, FDTD is best used when the 
domain size can be smaller than tens of wavelengths across for 3D 
simulations and hundreds of wavelengths for 2D simulations (Kimmel 
and Christensen, 1992). For structures with all feature sizes orders of 
magnitude larger than the wavelengths of light involved, such as a fish 
eye (Jagger, 1992), geometrical (or ray) optics is the best tool rather 
than FDTD. Geometrical optics simplifies light as straight lines (rays), 
and simulations require significantly less computation time and re-
sources than FDTD or other methods that include more physical details. 

When length scales of objects become closer to the wavelengths of 
light being studied (often ~400-700 nm light in biological studies), the 
ray optics approximation fails because it does not account for important 
phenomena that occur at these size scales, such as diffraction and 
interference. In such cases, researchers should use simulation methods 
that rely on full-wave equations of electromagnetism (such as FDTD and 
others, described below). Such methods take into account the oscilla-
tions of both the electric and magnetic fields and their effects as they 
interact with electrons on the materials they encounter; that is because 
these methods encode Maxwell’s equations, the constitutive relations, 
and the simulation boundaries— albeit in different ways (Burger et al., 
2005). Though any of these methods can be used in principle, they may 
have advantages and disadvantages when used for specific problems. 

3.2. Methods that use the Full-Wave Equations 

Among methods which solve full-wave equations, finite difference 
and finite element methods (FEM) are most commonly employed. Both 
solve discretized forms of continuous equations on a grid or mesh. In the 
case of finite difference, partial derivatives are approximated by dif-
ferences between the value of a function on adjacent grid cells. For finite 
element methods, a function is prescribed to each grid cell (finite 
element) and solved locally. In both cases, there are two options: solving 
the equations in the time or frequency domain. When applied to optics, 

Fig. 5. FDTD analysis allows for parameter 
sweeps, such as in this simulation of super black 
peacock spider (Maratus speciosus) cuticle. By 
varying the size and shape of cuticle bumps 
(simulated by a scripted equation), data on 
reflectance and path length could be gathered 
across a parameter space. (A) SEM image of 
cuticle from Maratus speciosus showing micro-
lens array; inset illustration by Kay Xia. (B) 
Close-up view of a single microlens. (C) 
Screenshot of the custom superellipsoid created 
in Lumerical FDTD to approximate a peacock 
spider cuticular microlens. (D) Equation for a 
superellipsoid in (C) used to approximate the 
microlenses in a peacock spider simulation; z is 
its height at spatial position (x,y), R0 is its 
radius on the short axis, e0 is elongation, h0 is 
height, and N determines the shape of the 
superellipsoid (2 corresponds to an ellipsoid 
and 1 is near-pyramidal in the x-direction; N =
2 in.(C)). (E) Parameter sweeps over reflectance 
(left) and change in path length through a 

melanin layer (right) show that the spider (circle with S) is sitting at a rough optimum for maximal path length and minimal reflectance. All data re-plotted from 
McCoy et al. (2019).   
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finite difference methods solve a discretized form of Maxwell’s and 
constitutive equations in the time (FDTD) or frequency (finite difference 
frequency domain, FDFD) domains. Finite element methods use a 
different discretization of the same equations to find solutions either in 
the time (FETD) or frequency domains (FEFD). The perspective (San-
karan, 2019) provides an excellent overview of finite difference and 
finite element techniques as well as a rich set of references with more 
specific technical details. 

Due to the nature of the algorithm, finite element methods typically 
allow for more flexibility in the shape of the grid elements compared to 
finite difference methods such as FDTD. For example, finite element 
methods commonly use a triangulated grid and even curved grid cells 
while finite difference methods typically employ a rectangular mesh. 
Non-rectangular and variably-sized grid cells can more accurately 
represent a structure, whereas rectangular cells give rise to staircasing 
(Akyurtlu et al., 1999; Beggs and Luebbers, 1993; Häggblad and Run-
borg, 2014; Liu et al., 2012; Mohammadi et al., 2005; Tornberg and 
Engquist, 2008); for example, a circle will appear jagged and is pro-
gressively better-represented with smaller and smaller grid cells, which 
adds to the computational time. While finite element methods are more 
efficient with non-rectangular grids, new advances in finite difference 
simulations have been developed that take advantage of 
non-rectangular mesh cells (e.g., the discontinuous Galerkin time 
domain (DGTD) method (J. Chen and Liu, 2013)) and other approaches 
(see Section 4.3 for a detailed discussion of meshing). The finite element 
time domain method, mentioned above, is, in fact, a combination of the 
finite element and finite difference methods, using the first to approxi-
mate spatial derivatives and the second to approximate time derivatives. 
Compared to FDTD, FETD better represents complex structures, but due 
to the smaller mesh sizes employed, can require a longer overall simu-
lation time (Feng and Santamouris, 2019).Whether to choose finite 
element, finite difference, or one of the refined finite difference tech-
niques that allows for more complex meshing is driven by a balance 
between the level of accuracy required in the representation of struc-
tures and the resulting computational time. 

Another consideration when choosing between finite element and 
finite difference methods is whether the user’s question is more natu-
rally or efficiently answered in the time or frequency domain. Due to the 
mathematics of the methods and corresponding computer processing, 
finite element methods are more often applied in the frequency domain, 
where they are faster and more accurate by orders of magnitude for 
single-wavelength and narrowband simulations (Sankaran, 2019). In 
contrast, finite difference is typically applied in the time domain and is 
much more efficient for broadband simulations and for simulating how 
the electromagnetic waves evolve over time, from the source through 
interaction with the objects of interest and beyond. 

3.3. Efficient Methods for Specific Geometries, such as Multilayers and 
Photonic Crystals 

Sometimes the specific geometrical features of the structures of in-
terest allow researchers to use more efficient simulation tools that are 
specifically optimized for those features. A simple and commonly used 
example is the transfer matrix method (TMM). It is employed to deter-
mine the reflection and transmission through multilayer structures, 
which are commonly seen in biology (Vukusic and Sambles, 2003) and 
bio-inspired structures (Kolle et al., 2013). This method works by 
applying Fresnel’s equations to obtain the reflection and transmission at 
the boundary between adjacent layers, with interference effects natu-
rally captured in the mathematics (Pedrotti et al., 2017). Transfer matrix 
method algorithms can be written in a variety of software programs such 
as the commercial Matlab and open-source Python, and already-written 
code is readily available on the internet. 

Rigorous coupled wave analysis (RCWA) is a fast and highly efficient 
algorithm for more complex multilayers with lateral periodic variations 
across a layer. It entails writing the electromagnetic field as a sum of 

functions known as Bloch waves or Floquet functions, which capture the 
periodicity of the structures (Liu and Fan, 2012). Rigorous coupled wave 
analysis has been applied to biological and bio-inspired optical studies, 
typically in conjunction with FDTD either to validate the RCWA 
approach or to model non-multilayer aspects (Chen et al., 2015; Gao 
et al., 2011; Kim et al., 2016; Regan et al., 2016; Zhou et al., 2014). 
Photonic crystals, structures with periodically patterned refractive index 
on the length scale of the wavelengths of light being studied, can be 
examined through software optimized for their analysis. Lumerical FDTD 
has built-in algorithms specifically for structures of this type. The free 
software MIT Photonic Bands (MPB) is optimized to calculate the band-
structure of photonic crystals, which provides information about which 
wavelengths of light can pass through the structures and which would be 
reflected at specific angles (Johnson and Joannopoulos, 2001), as is seen 
in many iridescent organisms (Poladian et al., 2009). 

If the light is known to travel mostly along a single direction (like in 
an optical fiber) and the refractive index contrasts are small, one option 
to save computational time is to use the slowly varying envelope 
approximation (SVEA), also known as the paraxial equations, which 
allows users to significantly increase the mesh size and thus reduce 
computational time. The slowly varying envelope approximations can 
be used only for narrowband (not broadband) sources and provide the 
underlying mathematics for simulation tools such as the beam propa-
gation method (BPM) (Saijonmaa and Yevick, 1983; Huang and Xu, 
1993). Beam propagation has been applied, for example, to determine 
that the initially-proposed graded index model was insufficient to 
explain light propagation in the eyes of many butterflies, and that ab-
sorption is also important (Kim, 2014) A significantly more accurate 
method compared to the slowly varying amplitude approximation is the 
eigenmode expansion (EME) method, which solves for the modes 
(characteristic electromagnetic field distribution) given a cross-section 
of a fiber or multilayer without making the assumptions inherent in 
SVEA (e.g., EME is appropriate if refractive index contrasts are high, or a 
broadband source is simulated; see Gallagher and Felici (2003) for dis-
cussion). This method is more computationally expensive than SVEA but 
significantly more efficient than FDTD when simulating propagation 
over long distances. To our knowledge, the eigenmode expansion 
method has not been applied to biological structures, but may be useful 
for researchers to consider. 

Highly disordered or quasi-ordered structures can and have been 
modeled by FDTD (Davis et al., 2020b), as described in Section 2, but 
can also be more efficiently modeled by Monte Carlo methods (Hwang 
et al., 2021). The key aspects for light interactions in these structures are 
multiple scattering, in which the direction of light travel and its polar-
ization are randomized, and interference of the scattered waves. Monte 
Carlo is a broad class of numerical approaches which involve drawing 
from probability distribution functions at each computational step. In 
optics, Monte Carlo simulations typically involve launching photon 
packets in a medium, and simulating each scattering event by assigning 
new direction, phase, and polarization to the photon packet from 
physically relevant probabilistic functions. The method is implemented 
in many optical subdisciplines, including the fundamental biological 
optics of features for which multiple scattering is a major determinant of 
color. For example, Monte Carlo methods would be useful to study the 
3D spongy β-keratin nanostructures in bird feather barbules that pro-
duce angle-independent blue and green structural color (Saranathan 
et al., 2012), the bird-inspired lab-based analogues (Gonome et al., 
2020; Hwang et al., 2021), the prediction of light propagation through 
tissues for medical applications (Zhu and Liu, 2013) and atmospheric 
studies of light scattering in clouds (Plass and Kattawar, 1967). 

3.4. Methods that Capture Molecular, Atomic, and Quantum-Mechanical 
Effects 

Thus far, the simulation techniques described have employed coarse- 
grained models of materials, where phenomena such as refraction (light 
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bending) and absorption are simulated through bulk material properties 
such as the complex refractive index (see Section 4.2), rather than a 
detailed picture of the processes occurring at the atomic scale. Re-
searchers who wish to study those types of optical phenomena and 
others not captured in detail by FDTD, such as fluorescence (e.g., of 
siphonophore lures (Haddock et al., 2005)), and shape-changes of 
molecules upon light absorption (e.g., retinal isomerization in the eye 
(Mata et al., 2002)), require other classes of simulation techniques. 
Density functional theory (DFT) is a method of simulating quantum 
mechanical effects to obtain the energy levels of molecules or systems of 
molecules, from which the absorption spectra can be determined 
(Capelle, 2006). Molecular dynamics simulations are more 
coarse-grained than density functional theory and give information 
regarding the configuration and motion of molecules and can be applied 
to determine the nature of light energy dissipation post absorption, for 
example through the excitation of molecular vibrations and other 
configurational changes (Hansson et al., 2002; Karplus and Petsko, 
1990; Wildman et al., 2016). Researchers often combine the two tools, 
using molecular dynamics simulations to calculate the molecular 
arrangement of the system being studied at a particular moment or when 
exposed to a particular environment or set of stressors, and then 
applying density functional theory to that configuration to determine 
the electronic structure of the system— and subsequently the absorption 
of light (Wildman et al., 2016). FDTD, FEM, geometrical optics, and 
other techniques mentioned in Section 3.1-3.3, are not capable of 
capturing such fundamental quantum processes and molecular motions, 
and therefore would not be applicable if those are the types of 
light-dependent processes of interest. 

4. A Primer on FDTD 

At the most basic level, FDTD software simulates the interaction of 
light with a structure within a medium. The user can define and modify 
all parameters in the simulation, including features of the light source, 
structure(s), and medium. FDTD is useful for researchers who wish to (i) 
study nano and microscale architectures from simple multilayers to 
more intricate, convoluted structures; (ii) simulate a naturalistic, 
broadband light source (rather than single wavelengths at a time); (iii) 
vary parameters (such as structure size, shape, or refractive index); and 
(iv) test potential bio-inspired applications prior to their fabrication. 

The way light propagates through a medium and interacts with 
materials, neglecting quantum effects, can be mathematically described 
by (i) a series of coupled partial differential equations known as Max-
well’s equations together with (ii) constitutive relations that connect the 
presence of the field to the response of the material (e.g., the polariz-
ability, how much the electrons can be displaced by an electric field). 
FDTD solves a discretized form of these equations over a grid or mesh in 
discrete time steps in order to determine the behavior of electromagnetic 
fields over space and time as they encounter various objects defined by 
the user or travel unhindered through the medium. The simulation 
proceeds until the default (1000 fs in Lumerical) or user-defined simu-
lation time elapses, or the simulation can end earlier if the fraction of 
electromagnetic energy remaining in the simulation relative to the 
initial source falls below a default (10-5 in Lumerical) or user-specified 
auto-shutoff level. 

When the travelling light encounters an interface between materials 
with different physical properties (the complex refractive index, dis-
cussed in detail in Section 4.2), it can be reflected, refracted (bent), 
absorbed, diffracted, and/or scattered. Researchers use the outputs of 
FDTD simulations to quantify and visualize these effects. In biological 
and bio-inspired optics, FDTD is used to quantify reflectance and 
transmission as a function of viewing angle and wavelength, calculate 
scattering cross-sections and the power distribution of light scattered in 
different directions, determine the profile of the light in the near field 
and calculate it in the far field, obtain the diffraction orders of a grating 
and their relative intensity, determine the photonic band structure of a 

photonic crystal, and much more (see examples in Section 2). 
A software program commonly used for FDTD simulations of bio-

logical structures is Lumerical FDTD, which will be the focus of the dis-
cussion here. Lumerical provides a convenient graphical user interface 
with built-in objects (e.g. cylinders, spheres, pyramids, diffraction 
gratings of specific types, etc.); light sources that emit a pulse of light 
when the simulation starts; and monitors that store light’s electric and 
magnetic field at specified locations, viewing angles, wavelengths, and 
times. Other built-in objects include boundary conditions, which define 
what happens to the light at the edges of the simulation domain, and 
analysis tools (e.g., band structure calculations, far field projections, and 
more). Each of these objects has a suite of settings that can be specified 
in their respective settings window, such as their x, y, z coordinates, 
material properties, and more specialized settings. Lumerical also pro-
vides several scripting interfaces: a global interface, for which a separate 
script file can be written that affects the entire simulation, as well as 
local interfaces, allowing users to individually modify the script 
describing an object in the settings tab (rather than manually entering 
the information). Scripting streamlines many processes, such as testing 
options for shapes and refractive indices or running parameter sweeps. 
The script language is straightforward to learn, is well-documented, and 
can be used alone or in combination with the graphical interface. 

While Lumerical requires a license, a popular open-source FDTD 
solver is the Massachusetts Institute of Technology Electromagnetic Equation 
Propagation (MEEP) simulation tool (England et al., 2014; Kolle et al., 
2013; McDonald et al., 2020; Oskooi et al., 2010). In general, the 
workflow and decision points are similar to Lumerical, but there is no 
graphical user interface; rather, everything is fully scriptable in Python, 
C++, or Scheme. The main differences between MEEP and Lumerical are 
the ways in which various objects are specified and which features are 
built-in versus what must be written from scratch by a user. For example, 
Lumerical, unlike MEEP, conveniently provides an automeshing feature, 
which assigns a non-uniform mesh with grid sizes determined by the 
objects in the simulation domain. The automeshing algorithm is 
designed to minimize numerical errors that may arise due to dispersion 
(errors that accrue when a computer solves continuous equations, like 
Maxwell’s equations, in discretized form). Thus, it is critical for a user to 
ensure that the simulation is numerically stable in MEEP, while this is 
less of an issue in Lumerical. A benefit of MEEP is that experienced 
programmers can choose to fully customize the solver source code to 
maximize efficiency for their particular application. For example, by 
taking advantage of global variables, researchers can use a single script 
to perform parameter sweeps with nonlinear step values (as might be the 
case when sweeping over large length scales). Excellent references to 
learn more about MEEP are (Oskooi et al., 2010) and online documen-
tation provided on the MEEP website. There are other commercial and 
open-source FDTD solvers not mentioned in this primer, but readily 
found online, that a reader may wish to consider. Finally, it is worth 
noting that experienced researchers can write their own FDTD script 
using MatLab or other programming platforms (Rao, 2016), though this 
can be quite an involved task (as all aspects — including light source, 
boundary conditions, objects, and mesh — must be properly coded, and 
careful tests should be employed to identify any unphysical behavior 
due to numerical or coding errors). 

A simulation can be run on any one of the following platforms, with 
— typically — progressively faster runtime: 1) one or more cores of a 
local computer (a typical laptop or desktop); 2) a more powerful, 
remotely-accessed computer; 3) multiple machines on a local network; 
or 4) a computer cluster or cloud platform (3 and 4 are both examples of 
distributed computing). Conveniently, FDTD does not always require 
high performance computing: in many cases, a typical laptop or desktop 
can complete a simulation within a few hours. For example, in Davis 
et al. (2020), each simulation of an array of melanosomes spanning 5 μm 
in super black fish took about 45 minutes on a laptop with 8 cores and 64 
GB of RAM. An 8-core computer (Intel® Xeon® Processor E5-2687W) 
with 64 Gb of RAM installed was used to run the simulations in 
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McCoy et al. (2019). The duration of simulations for the smallest lenses 
(~10 nm across, 5 mesh cells/nm) was several seconds, while the largest 
ones (~10 μm across, 14 mesh cells/ micron), required ~2 hours on the 
same computer. In McCoy et al. (2021), the 15-point manual parameter 
sweep over barbule angles in red bird feathers took about 6 hours on a 
laptop with 6 cores and 16 GB of RAM. Parameter sweeps and optimi-
zations entail multiple similar simulations running in sequence or in 
parallel, which commonly are run using multiple computers. Section 4.7 
provides a brief discussion of assessing and adjusting memory 
requirements. 

4.1. Gather and input structural information 

Researchers can either directly input experimental data or draw 
idealized forms based on experimentally-observed structures. The first 
option has the advantage of representing complicated structures, while 
the second can mitigate experimental artifacts and streamlines certain 
aspects of the modeling such as parameter sweeps. 

4.1.1. Decide whether to perform 2D or 3D simulations 
For any simulation, it is important to first decide whether to perform 

a 2D or 3D simulation. As our world is three dimensional, a 3D simu-
lation is naturally ideal. However, the computational time is signifi-
cantly higher with a higher number of dimensions, motivating 2D 
simulations if appropriate. Structures which are long and uniform in the 
out-of-plane direction (resembling a shape extruded into and out of the 
page) are particularly amenable to 2D analysis. Some examples include 
guanine platelets stacked upon one another (Rosenthal et al., 2017), bird 
feathers with repeated barbule structures (McCoy et al., 2021), cylin-
drical melanosomes in bird feathers (Nordén et al., 2021), or the effect of 
organelles on scattering from single cells (Dunn et al., 1997). 2D simu-
lations reduce the time and computer memory requirements in the 
simulation of large structures with feature sizes over several wave-
lengths, such as those that are rotationally symmetric. Fig. 3 shows an 
example of 2D (Fig. 3A-C) and 3D (Fig. 3D-F) simulations in biological 
optics. In Lumerical, the user selects the dimension of the simulation in 
the General tab, where the refractive index of the background medium, 
simulation time, and temperature are also specified. 

4.1.2. Gather experimental data 
In order to obtain experimental data on the structure of interest, 

researchers use four main techniques: scanning electron microscopy 
(SEM), focused ion beam (FIB) imaging (sometimes in combination with 
SEM), transmission electron microscopy (TEM), and computerized to-
mography (CT). 

SEM is typically employed to image the surface of a sample and has 
been used for optical analyses of many biological features, from feathers 
and beetle cuticle to fish scales (Gorb, 2009; Vukusic and Stavenga, 
2009). The interior can also be observed, for example by slicing the 
sample open with a razor blade or freeze fracturing. SEM can attain a 
resolution of ~2-10 nm depending on the instrument (Vukusic and 
Stavenga, 2009) as well as the sample characteristics and preparation 
method (e.g., resolution is lost with excess charge buildup in samples 
consisting of non-conducting materials, which can be mitigated through 
metal coatings). 

FIB builds up a 3D image of a biological material by using focused 
beams of ions to alternate between slicing the sample and viewing the 
newly exposed surface (Milani et al., 2007). Alternating between slicing 
and imaging modalities is achieved by varying the conditions of the ion 
beam (Milani et al., 2007) and software is employed to reconstruct a 3D 
image. The best resolution currently achievable with FIB imaging is ~1 
nm (Fibics Incorporated, 2021). A FIB instrument can also be equipped 
with an SEM (FIB/SEM) to generate 3D images as ion bombardment by 
FIB is employed to shave away layers of the sample and the newly 
exposed surfaces are imaged by SEM (Galusha et al., 2008; Smentkowski 
et al., 2006; Vukusic and Stavenga, 2009; Wilts et al., 2018b; Yun et al., 

2018). FIB/SEM results in beautiful 3D images with the same lateral 
resolution as SEM (Fig. 3E; (Wilts et al., 2018b)) but, like FIB alone, 
tends to be time and resource intensive as alternating slicing and im-
aging is a slow process. 

TEM is one of the most commonly employed methods for observing 
the interior of the sample, reaching 2-10 nm resolution, though it typi-
cally significantly outperforms SEM in terms of resolution due to the thin 
size of the sample, leading to a lower excitation volume and reduced 
electron scattering within the bulk of the material. However, sample 
preparation is substantially more complicated than for the other tech-
niques, typically requiring embedding the sample in a resin and cutting 
it into < 100 nm slices (Vukusic and Stavenga 2009). TEM has been used 
to examine structures responsible for optical effects in skin (e.g., 
arrangement of collagen, iridophores, and chromatophores (Rosenthal 
et al., 2017; Davis et al., 2020b), algae cuticle (Chandler et al., 2015), 
and bird feathers — particularly structural colors from melanosomes 
within feathers (Eliason et al., 2013) — among many others). 

Biological samples studied with SEM typically need to be coated in 
gold or another conducting material to prevent the build-up of electron 
charges on the sample surface that deflect the incoming beam of elec-
trons, thus distorting the image. High vacuum operation is needed to 
prevent electron scattering before reaching the sample. Imaging samples 
in such an environment requires them to be dry (e.g., through critical 
point or hexamethyldisilazane (HMDS) drying), though this creates 
potential size or shape distortions in biological specimens (see Bagge 
et al., 2016 for examples of how to compensate for these changes). 
Environmental SEMs (ESEMs) can be used to image wet samples, as they 
operate across a wider range of conditions, though the resolution tends 
to be lower (but can reach as fine-grained as ~5 nm, (Wang and Lee, 
2008)). 

Computerized tomography (CT) is an excellent alternative for the 
observation of samples in 3D as it does not require excessive preparation 
(typically, the only sample preparation step for CT is staining with 
iodine (du Plessis et al., 2017)); a disadvantage, however, is that the 
resolution is lower than for the electron microscopy technique, as the 
smallest feature that can be distinguished through standard CT is ~100 
nm. CT produces 3D scans of an entire sample (interior and exterior), by 
collecting a “stack” of 2D X-ray images of the sample; software is then 
used to process the stack into a 3D structure. With nano-CT or micro-CT, 
pixel size ranges from ~500 nm to 150 μm (du du Plessis et al., 2017) but 
can, in specialized instruments, reach as low as 50 nm (Sasov et al., 
2011). Besides its relatively lower resolution, a major challenge of CT is 
preventing sample movement, because the scanning typically involves 
rotating the sample. 

Another common characterization technique is synchrotron small 
angle X-ray scattering (SAXS), a method with an impressive resolution of 
roughly 10 Å, often used to assess the long- and short-range order of 
biological structures (Saranathan et al., 2012; Skou et al., 2014). 
Further, evermore sophisticated optical imaging techniques and algo-
rithms are being developed with increasingly better resolution and op-
tions for imaging through 3D materials (Verstraete et al., 2019). Which 
tools (or combination of tools) are used largely depends on the in-
struments and expertise available in a lab and the resolution required to 
observe specific structures of interest. 

4.1.3. Input data into the FDTD simulation 
Experimental data is precise but finicky; microscopy and tomogra-

phy at small scales can produce gaps or artifacts in the image which need 
to be processed before simulation. Microscope images or 3D scans of 
structures can be imported and fine-tuned via the Lumerical import 
wizard. For example, microscope images can be imported as PNGs or 
JPGs, and refractive indices can be assigned to different components of 
the resulting grayscale image (Fig. 3C). The image can be extruded in the 
Z direction for a defined length. For an example analyzing TEM images 
see (Chandler et al., 2015; Wilts et al., 2014) as well as Fig. 3. 

Often, researchers draw idealized forms based on the data they 
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observe and measure. Such idealized structures may not be exact, but 
they allow for parameter sweeps and can offer greater interpretability. 
In fact, drawing one’s own structures gives the user the opportunity to 
sequentially build up complexity: what is the simplest geometry that can 
explain the observed optical properties, and what is the role of each of 
the components discovered experimentally? A user can draw structures 
in Lumerical through the scripting and/or graphical user interfaces, or by 
using another scripting or computer aided design (CAD) software and 
importing the image. Lumerical’s object library includes structures such 
as spheres, cylinders, and various polyhedra. To create specific geome-
tries that are not included in the scripting library, researchers can write 
code to modify existing functions. For example, the sphere function can 
be modified to make ellipsoids with a specified aspect ratio/size (Davis 
et al., 2020b), and custom shapes can be drawn using equations in the 
script (McCoy et al., 2019). Figs. 4 and 5 show examples of a typical 
workflow, wherein the image from microscopy is recreated to the best 
approximation. In Fig. 4, a large array of randomly placed ellipsoids 
represent their real counterpart, discovered in the skin of a super-black 
fish. In Fig. 5, a single micro-bump of a peacock spider is produced 
through plotting a custom superellipsoid equation including radius, 
height, and shape. 

4.2. Determine and assign refractive indices of the material and 
surroundings 

Once a structure is input or drawn into the simulation domain, its 
material composition needs to be assigned. Optically, materials are 
characterized by their refractive index n, a complex number, whose real 
part n quantifies the apparent reduction in the velocity of light as it 
passes through a relatively more polarizable material compared to its 
speed in vacuum, c = 3*10^8 m/s; and imaginary component k quan-
tifies light attenuation in the material due to absorption:  

n = n + ik                                                                                            

When light moves encounters a boundary between materials with 
different refractive indices — such as between air (n = 1) and a bird 
feather where the exterior is composed of keratin (n ~ 1.53 (Leertouwer 
et al., 2011)) — some fraction is reflected and the rest bends, or refracts; 
if the feature sizes of the materials are close to the wavelength scale of 
light, scattering will be observed. The attenuation coefficient k can vary 
by orders of magnitude, contributing to the opacity of the material. 
Materials like melanin have a a high attenuation coefficient (k ≈ 0.076 
for light with 540 nm wavelength (Stavenga et al., 2015)) while 
unpigmented butterfly chitin has a negligible value of k for all visible 
wavelengths (Leertouwer et al., 2011) and can be set to 0 for most 
simulations. Likewise, materials can differ in their dispersion, i.e., how 
strongly both the real and imaginary parts of the complex refractive 
index vary with wavelength. Melanin has high dispersion (Stavenga 
et al., 2012) while that of chitin is quite low over the visible wavelength 
range (Stavenga et al., 2016). 

Lumerical has an extensive library of built-in materials with 
wavelength-dependent real and imaginary components of the refractive 
index, but most of them are not useful for biologists (e.g., gold, plat-
inum, and silicon). Lumerical allows users to add custom materials not 
included in the standard library. A text file is needed to create a new 
material; it contains three columns: wavelength (in nm), n (the real part 
of the refractive index), and k (the imaginary part of the refractive 
index). Once this data is imported into the database, it will be fit with 
one of several generalized multi-coefficient models. Common equations 
used to fit the refractive index as a function of wavelength include the 
Cauchy equation, a good approximation for transparent materials in 
certain wavelength regimes; the Sellemier equation, applicable to 
transparent materials for a broader range of wavelengths; and various 
oscillator equations such as the Lorentz oscillator model for absorbing 
materials. The accuracy of the fit can be improved by adjusting fit 

parameters. An important characteristic of the equations is that they 
satisfy the Kramers-Kronig relations (Kinsler, 2011), mathematical ex-
pressions relating the real and imaginary parts of a complex function 
(such as the refractive index) to one another and which are a direct 
consequence of causality (effects cannot precede their cause) in physical 
processes. The necessity to satisfy Kramers-Kronig has two practical 
consequences. First, it is a good checkpoint as to the validity of a model: 
if the obtained real and imaginary parts of the refractive index do not 
satisfy Kramers-Kronig, then the experimental measurement and/or fit 
are erroneous and should be reassessed. Second, it can simplify mea-
surements: one only has to measure either the real refractive index or the 
absorption as a function of wavelength and can obtain the other by 
plugging into the equation. The Cauchy equation should thus be used 
with caution as it does not satisfy Kramers-Kronig, and therefore is 
unphysical; it is, however, a simple approximation that gives reliable 
results for certain wavelength regimes and types of materials; the other 
mentioned equations do satisfy Kramers-Kronig. 

Obtaining the true refractive index of biological materials is typically 
challenging and is often a main bottleneck in performing trustworthy 
optical modeling (Vukusic and Stavenga, 2009). Practically, values for 
the refractive index as a function of wavelength of biological materials 
can often be found in the literature (though care must be taken to ensure 
that the experimental method used was valid and that the material is 
comparable to the one under investigation; for example, refractive index 
changes if a material is packed differently on the molecular level and 
thus has higher or lower density, or if it contains more absorbing ma-
terial such as pigments, which would raise both the real and imaginary 
parts of the refractive index). Alternatively, the refractive index can be 
obtained by applying the Kramers-Kronig equation to absorption data, 
as briefly mentioned above. Absorption is often simpler to obtain 
experimentally; a common strategy involves refractive index matching 
(infiltrating the material with a liquid of approximately identical 
refractive index and negligible absorption) to remove scattering at 
boundaries between material and air. The percent light transmitted 
through the infiltrated material is then measured and converted to ab-
sorption through the Beer-Lambert law. This approach has been applied 
to many biological samples, including fly photoreceptors (Stavenga and 
van Barneveld, 1975) and butterfly wings (Wilts et al., 2017). 

To attain the refractive index directly, scientists often use refractive 
index matching, wherein liquids of varying composition are infiltrated 
into the biological structures until any structural color is eliminated, 
indicating loss of index contrast between the liquid and the biological 
material (Mason, 1927). This technique is well-suited to structures with 
no refractive index variation across the sample, or refractive index 
variations on length scales well below the wavelengths of light of in-
terest, allowing for an effective refractive index to be used. This method 
is not the most accurate as preparing solutions with precise refractive 
indices is not straightforward. Recent work demonstrated a new method 
to tune the refractive index of water-based solutions based on the 
Kramers-Kronig relationship, by using commercially-available dyes (Sai 
et al. 2020); this approach was extended to polymers through the 
incorporation of plant-based pigments with specific absorption spectra 
(Yasir et al., 2021). 

Jamin-Lebedeff (also spelled Jamin-Lebedev) interference micro-
scopy is one of the most sensitive techniques employed to obtain the 
refractive index of a biological material. Basic Jamin-Lebedeff interfer-
ence microscopy works as follows (Jamin, 1868; Lebedeff, 1930; Sta-
venga and Wilts, 2019): an incident light beam is split by a crystal into 
two spatially separate, perpendicularly polarized beams that pass 
through (i) the test object and (ii) an object (typically a liquid) of known 
refractive index. The beams are recombined by a second crystal, and the 
phase shift in the test object reveals the refractive index. Although this 
method was classically used for transparent material (Gillis and Wibo, 
1971), it can be used for pigmented tissues as well as was demonstrated 
in a study of red-winged damselflies Hetaerina americana (Stavenga 
et al., 2013). Ellipsometry is a more standard materials characterization 
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technique providing accurate measurements of the refractive index and 
is particularly useful for well-defined, smooth thin films, such as those of 
the multilayer polymer fibers inspired by the seed coating of the Mar-
garitaria nobilis fruit (Kolle et al., 2013). 

The refractive index of a material can also be modelled. For example, 
researchers often apply effective medium theories to determine an 
effective refractive index for composite materials where material vari-
ations occur on length scales much smaller than the wavelengths of light 
being studied (~λ/10 or below). The refractive index is essentially given 
as the sum of the refractive indices of each material weighted by its 
relative volume fraction, both of which may be known through other 
measurements described above (Bagge et al., 2016; Freyer et al., 2019; 
Hwang et al., 2021; Stavenga et al., 2017; Zhang et al., 2020). If 
refractive indices are unknown, various more fine-grained models, 
which account for the motion of electrons, can be applied, include the 
Drude and Lorentz models, which treat electrons as free (as in a metal) 
or bound by a spring force, respectively (Ashcroft et al., 2016), or 
density functional theory and/or molecular dynamics simulations can be 
applied to predict the refractive index (Lee et al., 2012; Park et al., 
2011). 

Once the refractive index is known to a satisfactory degree and input 
into Lumerical’s material database, the materials can be assigned to the 
structures created as described in 3.2. A refractive index should also be 
assigned to the background medium (e.g., n = 1 for air and n ~ 1.334 for 
water for the 400-700 nm wavelength range). An advantage of computer 
simulations is that for the plethora of cases where the refractive index is 
not known, parameter sweeps can be performed around an estimated 
value. 

4.3. Set the mesh size 

Meshing is a balance between speed and accuracy as small differ-
ences in mesh size can have large impacts on simulation time: coarse 
mesh sizes run more quickly, but are likely less accurate. Simulation 
time is proportional to (1/dx)^4 and (1/dx)^3 for 3D and 2D simulations, 
respectively, where dx is the length of a mesh cell, as described in 
Lumerical’s documentation on meshing considerations; the memory re-
quirements scale as (1/dx)^3 and (1/dx)^2. The mesh should be small 
enough to well-represent the light and all objects in the simulation; thus, 
a typical recommendation is to set the mesh grid size to fit ~8 boxes per 
wavelength in the material with highest refractive index. That is, the 
length of each grid is recommended to be (1/8)* lambda_min/ n_max, 
where lambda_min is the smallest wavelength of interest as measured in 
vacuum and n_max is the highest refractive index in the structure or 
medium (Oskooi et al., 2010). The simulations are then run with finer 
and finer mesh sizes until the output of the simulation converges. The 
recommendation is to choose the auto non-uniform mesh option in 
Lumerical, which is a built-in automeshing tool that creates a 
non-uniform mesh, with a finer mesh where necessary (in locations with 
higher refractive index, with smaller feature sizes, and at material in-
terfaces) and a coarse mesh where possible to save memory and time 
(such as regions of the object without small-scale features) while pre-
serving numerical stability. 

A user can choose an accuracy level in the range 1-8 in the auto-
meshing settings, where 1 is the lowest accuracy and corresponds to 6 
points per wavelength and each subsequent value is 4 points per 
wavelength higher than the previous (i.e., increasing the accuracy from 
1 to 2 to 3 corresponds to moving from 6 to 10 to 14 points per wave-
length). It is useful to start with the lowest accuracy of 1 when testing 
simulation setup. Once the simulation setup has been verified, Lumerical 
recommends accuracy levels between 2-5 for most applications, as 
determined through convergence tests. Mesh override regions are also 
available in Lumerical (selected in the graphical user interface) to indi-
cate locations with a different mesh resolution than the overall simu-
lation. It is particularly useful to place such regions over particularly 
small features of objects and along interfaces between two materials, 

and to define a smaller mesh in these regions compared to the rest of the 
simulation. 

Traditionally the mesh for FDTD has been made up of regularly tiled 
rectangles (for 2D simulations) or rectangular prisms (for 3D). However, 
over the past 20 years, new forms of meshing have been developed that 
aim for similar object fidelity as with finite element methods, but with 
the benefits (such as broadband sources) of FDTD methods. Lumerical 
offers some of these new options in its software, which can be selected 
under the “mesh refinement options” tab. The methods include the stan-
dard staircasing, in which case the mesh cells and Yee cell are identical; 
several conformal variant methods, which apply Maxwell’s integral 
formalism at material boundaries, increasing the accuracy of the rep-
resentation of the geometry while maintaining a similar or better effi-
ciency than offered by a rectangular grid (Yu and Mittra, 2001); dielectric 
volume average method, which is useful for interfaces between materials 
with very small refractive index difference; and others for more 
specialized situations (see Lumerical documentation and detailed dis-
cussion in (Gedney, 2011; Taflove, 2007; Taflove et al., 2005). The 
general recommendation is to use the Conformal Variant 0 method for 
most simulations, except those involving metals (e.g., in a bio-inspired 
application), in which case Conformal Variant 1 should be used. 

4.4. Define a light source 

Light varies in its electromagnetic field distribution, spectrum, angle 
of incidence, and polarization. Lumerical provides 5 choices of light 
sources to add to the simulation: plane wave, Gaussian, dipole, total-field 
scattered-field (TFSF), and mode source. It is also possible to import a 
custom light source with a user-specified electromagnetic field profile at 
the source injection plane and the script setsourcesignal function allows a 
user to customize the time signal of the source. In all cases, the user 
specifies the source type, its spectrum, polarization, location, pulse 
duration, and — if relevant — the propagation direction and relative 
phase in the case of multiple sources. 

The choice of source type depends on the question of interest, as 
some source types might be more accurate than others at representing 
the actual light source used in experiments. For example, a plane wave 
source of the periodic/Bloch type is used to inject a uniform electro-
magnetic field along an infinite line (in 2D simulations) or plane (in 3D 
simulations) traveling in a user-specified direction. It is the appropriate 
choice when the structure is very large (⪆ 10 wavelengths across) and is 
illuminated by a light source which is far enough away that the spherical 
waves emanating from the source are significantly larger than the object 
and can be therefore be approximated as plane waves over the extent of 
the object. Plane wave sources are typically used in conjunction with 
periodic boundary conditions, in which case the extent of the object and 
the plane wave are both infinite; this is common for simulations 
involving biological materials which can be modeled as a repeating unit 
cell or representative volume element (Chandler et al., 2015; Davis 
et al., 2020; Jacobs et al., 2016). A user would select plane waves of the 
broadband fixed angle source technique (BFAST) type if the simulation 
involves non-orthogonal injection of a plane wave together with peri-
odic boundary conditions. A third option is diffracting, in which case the 
plane wave passes through a slit (aperture); to our knowledge, this op-
tion is less commonly employed in biological and bio-inspired research. 

The infinite plane wave source does not provide valid results when 
the structure size is only a few wavelengths across because diffraction 
and interference effects at the edges will dominate. Researchers often 
use Gaussian sources as an alternative source when at least one of the 
assumptions required for plane waves breaks down. The Gaussian source 
represents a beam with an amplitude equal to the Gaussian cross section 
of a given width, traveling in a user-specified direction. This source is 
also representative of light being focused, e.g., by a microscope objec-
tive, or when the light source has a shape that can not be approximated 
by a plane wave in the far field (Agez et al., 2017; Saba et al., 2014). 

The total-field scattered-field source (sometimes referred to as the 
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Huygens surface method, total field/scattered field, or similar varia-
tions) is often employed to calculate the scattering cross-section and 
angular distribution of scattering objects in the simulation. It is quite 
useful in biological studies aimed at understanding the role of individual 
scatterers or collective scattering from many features, and has been 
applied to the microstructures within the wings of a variety of butterflies 
(Lee and Smith, 2009; Siddique et al., 2013; Wilts et al., 2017) as well as 
to bio-inspired devices, such as those involving scattering from assem-
bled colloidal structures or scatterers or light concentrators with shapes 
derived from biological organisms (Narasimhan et al., 2020; Yamashita 
et al., 2020). The total-field scattered-field source divides the domain 
into two regions: (i) the source region where a finite plane wave source 
is injected and (ii) the scattered region, where the object is located; 
electromagnetic waves collected by monitors in the first region are 
subtracted from those in the second to obtain the scattered light only 
(Potter and Bérenger, 2017). 

Dipole sources are used to simulate point-source radiators, with an 
electromagnetic field propagating in all directions. They are appropriate 
for simulations of small radiators in biology such as fluorescent mole-
cules or bioluminescent bacteria (Golberg et al., 2014; Lotan et al., 
2017). The remaining mode light source is, to date, less commonly used 
by natural scientists, but can be valuable in specific situations, such as 
finding the guided mode of tubular multilayer reflectors (e.g., in Gali-
teuthis (Holt and Sweeney, 2016)). 

In case of uncertainty about the choice of source, it is a good idea to 
simulate the source in free space (no objects for the light to interact 
with), using the same boundary conditions and mesh that would be used 
for the actual simulation. A movie monitor (discussed in Section 4.6) can 
be used to visualize the propagation of the light. Once a light source has 
been selected, its spectrum can be modified to better represent the 
illumination conditions. For example, researchers can reduce the rela-
tive contribution of red light for underwater simulations where these 
wavelengths do not penetrate as far as other colors, or they can model 
sunlight by using the script command solar() in Lumerical and assigning 
it to the light source. Laboratory and microscope illumination also have 
specific characteristics, which can likewise be modeled through chang-
ing various aspects of the light source used in the FDTD simulation. 

4.5. Set simulation boundaries 

FDTD simulations run over a defined region of space (the “simulation 
volume”). It is thus important to define what happens to the light at the 
boundaries (edge lines in 2D simulations or edge planes in 3D simula-
tions). For example, it would be imprudent to have light bounce from the 
boundaries back into the simulation domain as it would interact with 
light emanating from the structures, creating simulation artifacts such as 
interference patterns. To avoid such effects, “perfectly matched layer” 
(PML) boundary conditions have been developed to minimize re-
flections from the boundaries through a concept prevalent in wave en-
gineering known as impedance matching (Berenger, 1996, 1997). In the 
case of optics where magnetic field effects are not important, impedance 
matching is the imposition of a smooth transition between two media 
with different refractive indices. Perfectly matched layers are useful for 
any boundary that is beyond the interest of the study, such as the bottom 
edge in a study of beetle cuticular surfaces. 

Another common boundary condition used in biological simulations 
is the periodic boundary condition. Periodic boundaries are useful either 
for disordered structures that extend over a large distance, such as the 
randomly distributed ellipsoids of the fish skin in Fig. 4 (periodic 
boundary conditions are used on all sides of a representative volume 
element except the top and bottom of the simulation in Fig. 4C), or for 
periodic structures, for which periodic boundary conditions are used 
around a single repeating unit such as in the peacock spider cuticle in 
Fig. 5. The use of periodic boundary conditions, rather than simulating a 
larger extent of the structure, saves time and computer memory. 

Periodic boundary conditions require a note of caution. Although 

simulating a single unit of the structure is a useful strategy, it can often 
lead to spurious peaks or valleys in reflectance/transmittance due to 
resonance or interference. These results are often not seen in reflectance 
measurements taken from the animal because the biological surface is 
not perfectly periodic; there is some randomness in each unit. To avoid 
these spurious peaks, it is often useful to average multiple simulations of 
the same structure with slightly different sizes. In the example of the 
butterfly scale, spurious peaks can be eliminated by simulating unit cells 
that span 95%, 97.5%, 100%, 102.5%, and 105% of the desired structure 
(Davis et al., 2020a). Other aspects to pay attention to are the type of 
light source used and its direction of incidence (for non-perpendicular 
incidence, Bloch boundary conditions with the broadband fixed angle 
source technique should be used, as mentioned in Section 4.5). In cases 
where the structure of interest has a reflective backing (e.g., guanine 
platelets or thick layers of collagen), it may be useful to employ a 
metallic boundary condition instead of a PML boundary. Metallic 
boundaries act as perfect conductors, reflecting any incident light. While 
biological reflectors are not perfect, it may be a more representative 
choice than PML boundaries, particularly in the case of materials where 
small reflections from backing layers may contribute heavily to overall 
reflectance (for an example, see (Davis et al., 2020b)). 

Finally, as a rule of thumb to prevent artifacts in simulation, users 
should set the size of the simulation region, monitor, and source to be 
large enough that there is no clipping of the fields. Also, the source 
should not be too close to any monitors (at least 2-3 mesh cells away). It 
is important to place these, and most other, boundaries at least half a 
wavelength away from any structure in order to avoid numerical arti-
facts such as light from a structure being artificially absorbed by the 
perfectly matched layer. In general other objects can be close together, 
but users should consult the Lumerical guidelines for their specific setup. 

4.6. Add reflectance and transmission monitors to record data 

Now that the biological structure, background medium, light source, 
and boundary conditions have been defined, it is necessary to add 
monitors to collect the electromagnetic field over the course of the 
simulation. Lumerical offers several options: frequency domain field pro-
file, frequency domain field and power, movie, field time, and mode 
expansion monitors; more than one monitor can be, and often is, used in 
the same simulation. For example, by placing two frequency domain 
monitors above and below the structure users can simultaneously collect 
reflection and transmission data. The user can specify various options in 
the settings tab for each of these types of monitors (or in the script), 
including their position in space, the frequency components and time 
points at which to collect data, which type of data to collect (e.g., spe-
cific components of the electric field or the total power). These monitors 
contribute significantly to the simulation memory requirements, espe-
cially if they span a large area, and therefore it is recommended to only 
collect the data that is necessary (e.g., by reducing the number of fre-
quencies, time points, and spatial locations). Monitors can be a point, 
line, box, or 3D rectangular structure. 

Most often, biologists wish to understand how much light of specific 
wavelengths is transmitted through or reflected by a structure, as well as 
scattering and diffraction effects. “Frequency domain field and power” 
monitors are the ideal choice in this case as they provide the Fourier 
transform of the time-domain signal (i.e., the spectrum of the collected 
light). A common simulation in biological and bioinspired research is to 
place one such monitor above and a second one below the structure to 
gather reflected and transmitted light, respectively, including propor-
tional amounts and presence of light of different colors (wavelengths). 
Researchers can analyze the angular distribution of the collected light to 
determine the diffraction orders and proportion of light scattered into 
each order, in the case of a grating structure, or calculate the radial 
distribution of scattered light around individual structures for compar-
ison to reflectance distribution functions (England et al., 2014; Rosen-
thal et al., 2017). One can also place monitors inside the structure to 
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measure transmission through a subsection of the structure being 
investigated (McCoy et al., 2021). Note that there are two very similar 
types of frequency domain monitors, but biology researchers typically 
use the “field and power” monitor, which snaps to the nearest mesh cell, 
providing more accurate results regarding the power in the electro-
magnetic field. 

“Field time” monitors record the electromagnetic field at specific 
locations in the simulation over time. This is useful for time-of-flight 
studies, which measure how much light scattering occurs internally 
before light leaves the structure (Meiers et al., 2018; Tanifuji et al., 
2004). Field time monitors are also commonly used to obtain the band 
structure of a photonic crystal (such as the slab photonic crystals of 
many diatom skeletons (Goessling et al., 2020)), as randomly-oriented 
and dispersed dipoles emit light and the monitors capture the light 
over time. Modes of the photonic crystal are the longest-lived and can be 
identified as peaks in the Fourier-transform of the time signal. The field 
time monitors can also be used to check that the user-specified simula-
tion time is long enough by checking that the electromagnetic field has 
been fully captured by the monitor. 

“Movie” monitors record a movie of the light starting as an initial 
pulse emitted from the light source and then interacting with the 
structure (Wilts et al., 2014). They are very valuable to visualize the 
interaction of light with the structures under investigation. Movie 
monitors are the only monitor type that increases not only the simula-
tion memory requirements, but also the simulation time. 

In addition to reflectance and transmission, Lumerical has available 
monitors for refractive indices, charge, and more. The refractive index 
monitor allows researchers to view a cross section of the structure of 
interest as it is represented by the mesh in order to check the fidelity of 
the object after the mesh has been defined. 

In all cases, data from the monitors can be studied within Lumerical 
software, including through the graphical user interface as well as using 
the script for data analysis (e.g., finding peaks, averaging the radiated 
power over a certain wavelength range, or projecting electromagnetic 
fields collected near an object to the far field). The color bars can also be 
adjusted to better view certain portions of the data; for example, when 
viewing a movie, a researcher may wish to increase the visibility of the 
fainter light remaining in the simulation at long times, which would 
saturate—and thus obscure — the initial pulse. Data can also be 
exported for processing by other software, for example as a. csv file 
which can be read by Matlab, Python, R, and other options. 

4.7. Assess and improve computational requirements 

In general, the computational time required for an FDTD simulation 
depends on two aspects, each containing a multitude of features: (i) the 
computer hardware (computational power, random access memory 
(RAM), processor speed, number of cores, etc.) and (ii) the specific way 
in which the software encodes all aspects of the simulation (Maxwell’s 
equations, boundary conditions, electromagnetic field components, 
material properties at every grid point, etc.). 

Once the simulation has been set up in Lumerical, it is possible to 
assess the memory required by clicking Simulation Memory Requirements. 
If the number is larger than the amount of RAM contained in the com-
puter, memory will have to swap between RAM and the hard drive, 
significantly slowing down the simulation as the speed of simulations is 
limited by the memory bandwidth (the speed at which information can 
be transferred between RAM and CPU). Once a simulation is run, it can 
be further improved. The automatically-generated .log file provides in-
formation regarding the time allocated in each of the processes involved 
in running the simulation (initializing and meshing, running FDTD 
simulation, finalizing data and storing files). It is found in the same 
folder as the simulation and can be opened with a text editor. Guided by 
the information provided in the. log file, a user can adjust any aspects 
that reduce the corresponding times; for example, if the first process 
takes a long time, consider using a coarser mesh, or keeping a fine mesh 

over small features but increasing the mesh size in other regions. The 
Resource Configuration can also be adjusted (for example to use a larger 
or smaller number of cores) in order to lower the total FDTD solver time 
that appears in the .log file. 

4.8. Conduct parameter sweeps 

Under some circumstances, researchers wish to investigate the op-
tical effect of varying the refractive index, size, shape, and other aspects 
of a natural structure; aspects of the light source; and/or features of the 
external environment. Lumerical allows parameter sweeps through the 
implementation of for loops in code or by using the built-in Optimization 
and Sweeps tab. Parameter sweeps are useful in many analyses, for 
example to determine whether evolution has achieved an optimum 
among all possible structural configurations (e.g., reflecting the most 
light with the minimum material necessary (Wilts et al., 2018b)), to 
interpret within-organism variation in color (e.g., magpie feathers that 
change from green to blue (Stavenga, Leertouwer, and Wilts 2018)), or 
to guide the design of bio-inspired engineered materials (e.g., opti-
mizing thickness, depth, and size of nanoscale holes in butterfly-inspired 
high-efficiency absorbers (W. Wang et al., 2017)). 

To run a parameter sweep, one indicates the minimum, maximum, 
and step value for the parameter as well as an output value chosen by the 
user, such as reflectance. When the user runs the sweep, a simulation at 
each parameter value will run independently and the output value will 
be recorded. Once this is complete, the user can plot the output value as 
a function of the parameter being swept. Heat maps are a useful tool to 
visualize the parameter space and overlay experimental data. This is 
demonstrated in Fig. 5E, where the shape of a peacock spider micro-
bump is varied to investigate whether their size is arbitrary or serves a 
functional purpose. The heatmaps reveal that the size corresponding to 
the one seen in nature (R0 = 1) provides the lowest reflection simulta-
neously with the largest path length through the melanin layer beneath 
them, thus maximizing absorption. 

Users can also implement a manual parameter sweep by gathering 
data at discrete points over a range. Manual parameter sweeps have the 
advantage of saving computational time. For example, LED lenses were 
designed and tested with four different heights of nanoscale grooves 
(inspired by firefly lanterns) to arrive at the optimum for maximally 
transmitting light (Kim et al., 2012). Additionally, damselflies (Ischnura 
elegans) change in color as they mature (see Section 2.2), and this color 
change was studied through FDTD simulations based on structures 
observed at four discrete timepoints in the damselflies’ lives (Henze 
et al. 2019). As bird feather barbules vary in angle from low to high, 
reflectance decreases, which was observed experimentally and 
confirmed with FDTD simulations at different simulated barbule angles 
(McCoy et al., 2021). 

4.9. Validate the optical model with measurements 

As with any model, there is always a risk that the model does not 
correspond to reality for one reason or another (e.g., the geometry is 
inaccurate, the wrong boundary conditions are chosen, or numerical 
errors arise due to meshing or insufficient simulation time, among 
others). Thus, it is essential to perform simulations of test cases to in-
crease confidence that the results are accurate and relevant to the bio-
logical organism studied. It is particularly useful if analytical results can 
be obtained to compare with the simulation results (Freyer et al., 2019). 

The most convincing test of all is comparison to experimentally ob-
tained data. For example, in many studies of structural color, researchers 
use a suite of experimental techniques such as hyperspectral imaging, 
spectrophotometry with a directional probe or integrating sphere, and 
scatterometry to validate their FDTD simulations. For example, the 
reflectance spectra of an iridescent bird feather can be measured with 
spectrophotometry, and the experimentally-obtained spectra can be 
compared to the simulated reflectance spectra from the FDTD model. A 
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good match between experiment and simulation indicates that the FDTD 
model accurately represents the most important parts of reality. Vukusic 
and Stavenga (2009) provide an excellent review of different tools for 
obtaining experimental data. 

Because all models are idealized, in many cases qualitative trends 
rather than an exact quantitative match between experimental and 
model results can be valuable and sufficient. When validating an optical 
model, it is particularly important to look for sharp peaks in the model 
results that can result from idealized structure producing spurious 
resonance or interference effects not observed in experimental results. 
For example, in a study of Flavobacterium colonies, FDTD results pro-
duced five reflectance peaks, while experimental results only showed 
three peaks (Schertel et al., 2020). These spurious peaks may be 
explained by creating a representation of a 3D colony from a 2D, 
binarized TEM image. In similar cases, 3D idealized versions of the 
structure created within Lumerical may be preferable. 

5. Conclusions 

FDTD is a powerful tool to help natural scientists understand the 
physical basis of optical adaptations. In this primer, we have presented a 
simple overview of the FDTD workflow (Section 4), guidance for when 
to choose FDTD rather than another optical simulation technique (Sec-
tion 3), and references to many papers that have used FDTD for bio-
logical purposes (Section 2). We show that FDTD is not only useful in 
characterizing the basis of structural color and other optical effects, but 
it also allows us to draw conclusions about the process of evolution and 
inspire new technologies of our own. Parameter sweeps in FDTD allow 
scientists to explore the space of theoretically possible photonic struc-
tures and determine whether and why living creatures evolved only a 
subset of all theoretical possibilities. FDTD simulations with and without 
particular structural features help researchers identify the structures 
most important to a particular optical phenomenon. 

This primer should serve as a starting point for researchers interested 
in modeling optical effects in nature, but it is far from the endpoint. 
Since its first introduction by Yee in 1966, the FDTD method has seen 
much progress, and continues to do so as researchers develop newer 
algorithms that are more efficient than before and/or include additional 
physics (Taflove, 2007). Researchers should be on the lookout for new 
tools that might be of interest, such as expanded meshing options; more 
efficient boundary conditions; a larger range of light sources; the pos-
sibility to model quantum effects; and the interaction of light with other 
processes such as heat, chemical reactions, fluid dynamics, and more. As 
mentioned, Lumerical FDTD itself has evolved over the past 5-10 years, 
now allowing for non-rectangular mesh cells, additional physics such as 
thermal and electronic effects, and more. 

The natural world teems with living creatures shining, reflecting, 
absorbing, and otherwise manipulating light. FDTD is a method — best 
used alongside other techniques, such as advanced microscopy — that 
can help researchers peek into, interpret, and learn from the wonders of 
our world. 
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